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Descriptive models of social response attempt to identify the conceptual dimensions necessary to define

and distinguish various types of influence. Building on previous approaches, the authors propose a new

response model and demonstrate that a minimum of 4 dimensions is necessary to adequately provide for

such influence phenomena as conformity, minority influence, compliance, contagion, independence, and

anticonformity in a single model. In addition, the proposed model suggests 5 potential types of response

that have not been previously identified. These new types suggest directions for future research and

theoretical development. Selected empirical evidence is reviewed in support of the validity and integra-

tive power of the proposed model.

Social influence is central to the field of social psychology. In

fact, social psychology can almost be defined as the study of social

influence (Jones, 1985; for reviews, see Allen, 1965; Cialdini &

Trost, 1998; Levine & Russo, 1987; Maass & Clark, 1984; Wood,

Lundgren, Ouellette, Busceme, & Blackstone, 1994). Social influ-

ence refers to any situation in which a person's thoughts, feelings,

or behaviors are affected by the real or imagined presence of one

or more others (Allport, 1985).

Numerous research paradigms have been employed in the study

of social influence. Some of the major paradigms include (a) the

conformity or majority influence paradigm, which examines the

potential influence of those holding a majority position in a group

on those holding a minority position; (b) the minority influence

paradigm, which examines the potential influence of the minority

on the majority; (c) the compliance paradigm, which examines

direct requests from one individual to another of equal or higher

social status; and (d) the obedience paradigm, which examines
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direct requests from an authority figure to one or more persons of

lower status.

Theoretical development concerning social influence has taken

different forms. In the phenotypic or descriptive approach, theo-

rists have attempted to identify the underlying dimensions neces-

sary to define and distinguish (a) different social influence phe-

nomena and (b) different types of response to social influence (see,

e.g., Allen, 1965; Hogg & Turner, 1987; Jahoda, 1956, 1959;

Krech, Crutchfield, & Ballachey, 1962; Montgomery, 1992; Nail,

1986; Nail & Ruch, 1990, 1992; Nail & Van Leeuwen, 1993;

Willis, 1963, 1965a, 1965b; Willis & Levine, 1976). An important

goal of the descriptive approach is to include as many influence

phenomena as possible within a framework that is as simple as

possible (see Nail, 1986, p. 191).

Descriptive models are valuable for several reasons: (a) They

help organize empirical findings, (b) they help discriminate be-

tween closely related phenomena, and (c) they provide a founda-

tion for integration between the descriptive and explanatory theo-

retical levels (see Eagly & Chaiken, 1993, p. 633; Kiesler, 1969,

pp. 243-249; Nail, 1986, pp. 191,202-203). Moreover, because of

their typical factorial structure, descriptive models have frequently

led to the discovery of new or previously unrecognized or undif-

ferentiated influence phenomena; these new types, in turn, have

frequently proven to be theoretically significant (see, e.g., Allen,

1965; Nail, 1986; Willis, 1965a).

Although numerous descriptive models have been proposed,

none of the extant models includes all of the influence types that

are generally recognized as theoretically significant and concep-

tually distinct. For example, the Willis (1963) model includes

conformity and two types of nonconformity, independence and

anticonformity, but the model does not distinguish between two

widely recognized types of conformity: conversion and compli-

ance. Conversion refers to conformity at both the public (behav-

ioral) and private (attitudinal) levels, whereas compliance refers to

454



SOCIAL RESPONSE 455

public conformity without private acceptance.1 Nail's (1986)

model provides for conversion, compliance, independence, and

anticonformity but, like other models, does not include disinhibi-

tory contagion (Levy, 1992; also known as behavioral contagion,

Wheeler, 1966). Disinhibitory contagion is similar to conformity

in that, in both cases, an influencee changes his or her public

behavior toward that of an external influence source. They are

distinct, however, in that, with disinhibitory contagion, the influ-

encee is in internal (intrapersonal) conflict before even being

exposed to the influence source, whereas, with conformity, the

influencee experiences conflict only after being exposed to a

majority that disagrees with him or her. The exclusion of disin-

hibitory contagion from the existing models is noteworthy because

contagion is a pervasive, real-world influence phenomenon (for

reviews, see Levy & Nail, 1993; Wheeler, 1966). Further, disin-

hibitory contagion provides a compelling explanation concerning

one of social psychology's most intriguing phenomena—how

behavior ignites and spreads through crowds during riots (see

Wheeler, 1966; Wheeler, Deci, Reis, & Zuckerman, 1978).2

Considering these conditions, the goal of this article is to pro-

pose a new descriptive model of social response—a model that not

only includes disinhibitory contagion but also integrates other

major types of influence such as conformity, minority influence,

compliance, independence, and anticonformity, all with a single

set of theoretical concepts. The proposed model is unique in that,

for the first time in the descriptive-models literature, it considers

circumstances where a potential influencee's initial or preinflu-

ence public and private positions do not agree. As a result, the

model opens up a wide range of research and response possibilities

that we regard as empirically testable, theoretically interesting, and

socially relevant. As a foundation, we turn first to the strategy

typically employed in constructing descriptive models.

The General Strategy in Constructing Descriptive Models

The strategy employed by almost all descriptive theorists is

known as combinatorial analysis (Inhelder & Piaget, 1958). The

basic idea is that once the variables or dimensions that define

conformity by a particular model have been identified, they should

be considered in all possible combinations. Combinatorial analysis

is what provides for various alternatives to conformity.

Combinatorial analysis can be illustrated by considering a

model derived from Willis's scheme for symbolizing possible

responses to social influence (see Nail, 1986, p. 194; Willis, 1963,

p. 502). The logic behind the model is most easily captured by

crossing two dichotomous dimensions: (a) the agreement or dis-

agreement between a target and source of influence before the

target is called upon to respond to influence (i.e., preexposure

agreement or disagreement) and (b) the agreement or disagree-

ment between the target and source after the target responds to

influence (i.e., postexposure agreement or disagreement). As can

be seen in Figure 1, conformity in this model is operationally

defined by implicit positive movement, specifically, by preexpo-

sure (pre) disagreement between the target and source that is

followed by postexposure (post) agreement. Independence is de-

fined by the absence of movement, pre disagreement/post dis-

agreement; anticonformity by negative movement, pre agreement/

post disagreement; and congruence or uniformity by the absence of

movement, pre agreement/post agreement.

Postexposure:

Agreement Disagreement

Disagreement

Preexposure:

Agreement

Conformity

Uni formity

or

Congruence

Independence

Anticon formity

Figure 1. A model derived from Willis's (1963) scheme for symbolizing

possible responses to social influence.

At the time of its proposal, the Willis (1963) model represented

a substantial advancement in the understanding of influence phe-

nomena in that it clearly captured for the first time the heart of the

distinction between independence and anticonformity. The re-

sponses are similar in that in both cases the target of influence does

not conform; the target shows postexposure disagreement with the

source's position. However, with independence, the target is

merely resisting influence by sticking with his or her initial posi-

tion—sticking to one's guns, so to speak. In contrast, with anti-

conformity, the target actively rebels against influence; the target

shows postexposure disagreement with the source despite his or

her preexposure agreement.

Before continuing, a point about descriptive response labeling is

hi order. In many settings, multiple proximal and remote sources

of influence and conflicting norms are possible (Cialdini, Kallgren,

& Reno, 1991; Raven, 1993; Staub, 1972). This point is notewor-

thy because what can be conformity to one source can at the same

time be anticonformity to another—a teenager's conformity to

peers can be anticonformity to his or her parent(s). All response

labels herein are offered in reference to and assuming a single,

proximal source of influence. Further, this source can be either an

individual or a group. We turn now to conceptual and operational

definitions for major types and subtypes of social influence

phenomena.

1 It is important to note that the term compliance has two standard but

distinct meanings in the social influence literature. On the one hand,

compliance is a type of social influence paradigm, where one person makes

a direct request of another. On the other hand, compliance is also a type of

social response, specifically, a special type of conformity where the influ-

encee changes to agree with the influence source publicly but not privately.
2 Disinhibitory contagion is included in a recent social influence model

proposed by Levy, Collins, and Nail (1998). This model, however, is

different in kind from most previous models. The Levy et al. model is

focused more toward classifying broad, social influence paradigms (e.g.,

conformity, obedience, social facilitation, social loafing), whereas classic

descriptive models are concerned more with distinguishing between social

influence responses (e.g., conversion, compliance, independence, anticon-
formity).
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Conceptual and Operational Definitions

Conformity

Conceptually, conformity can be defined as behavior or belief

thai is consistent with the norms, positions, or standards of group

members based on one or more motives on the part of the influ-

encee. These motives can include the influencee's desire to (a) be

correct, (b) be socially accepted and avoid rejection or conflict, (c)

accomplish group goals, (d) establish or maintain one's self-

concept/social identity, and/or (e) align one's self with similar or

liked others or with fellow in-group members. There are no new

sources of motivation identified here: Motive (a) comes from

Festinger's (1954) social comparison theory and Deutsch and

Gerard's (1955) theory of informational influence; (b) comes from

Deutsch and Gerard's theory of normative influence and Nord's

(1969) social exchange theory of conformity; (c) comes from

Festinger's (1950) group locomotion hypothesis; (d) comes from

Freedman and Fraser's (1966) seminal work on the foot-in-the-

door technique, Hogg and Turner's (1987; J. C. Turner, 1991)

theory of referent informational influence, and Cialdini and Trost's

(1998) integrative work; and (e) comes from Heider's (1958)

balance theory. What is perhaps new is the recognition in a formal

definition that all of the listed sources of motivation can be valid

reasons for conformity.

The present definition stands hi contrast to the classic and most

often cited definition of conformity in the professional literature as

"behavior intended to fulfill normative group expectancies as

presently perceived by the individual" (Hollander & Willis, 1967,

p. 64, emphasis in original; see also Levine & Russo, 1987, p. 15).

The classic definition seems inadequate in that it appears to con-

sider only normative influence as a source of motivation. Further,

intended conformity may or may not result in actual or achieved

conformity. The motives for conformity listed above point to

actual, as well as intended, conformity.

Given the present conceptual definition, how can conformity be

operationally defined? The answer depends largely on the degree

of preexposure agreement between the target and source of influ-

ence. If there is preexposure disagreement, then conformity is best

defined by movement on the part of the target to a position of

agreement with the source (see Kiesler & Kiesler, 1969, pp. 2-11),

what Hollander and Willis (1967) have referred to as movement

conformity and what Sorrels and Kelley (1984) have referred to as

conformity by commission. Alternatively, one can characterize

movement conformity by preexposure disagreement followed by

postexposure agreement (see Figure I).3

Conversion versus compliance. In defining conformity, how-

ever, knowing that there is pre disagreement and post agreement is

not sufficient because movement conformity can occur at either or

both of two levels, the public and private levels (Allen, 1965;

Festinger, 1953; Nail, 1986). Preexposure disagreement that is

followed by post public agreement and post private agreement is a

subtype of movement conformity known as conversion (Berger &

Luckman, 1967; Nail, 1986) or internalization (Kelman, 1958). In

contrast, preexposure disagreement that is accompanied by post

public agreement but post private disagreement is a subtype of

movement conformity known as compliance (Kelman, 1958; Nail,

1986) or expedient conformity (Krech et al., 1962; Thibaut &

Kelley, 1959).

Congruence. What if there is preexposure agreement between

the target and source of influence? Here, conformity is defined by

the absence of movement. Alternatively, this type of conformity

can be characterized by preexposure agreement accompanied by

post public agreement and post private agreement. This combina-

tion was first formally labeled as congruence by Nail (1986). It is

the same as Willis's (1963) uniformity or congruence (see Figure

1) except Nail simply made it explicit that the post agreement

occurs at both the public and private levels.

Despite the absence of movement, congruence qualifies as a

type of conformity for at least three reasons. First, if an individual

initially agrees with a group's position or standard, he or she still

has the freedom to either reveal or not reveal this agreement to Ihe

group. Indeed, several studies have found that individuals some-

times conceal their private agreement with group standards, ap-

parently as an impression management strategy to project auton-

omy, independence, uniqueness, or dissimilarity (Baer, Hinkle,

Smith, & Fenton, 1980; Boyanowsky & Allen, 1973; Cooper &

Jones, 1969; Eagly, Wood, & Fishbaugh, 1981; Nail, Van Leeu-

wen, & Powell, 1996; Weir, 1971). Second, the decision to pub-

licly reveal one's pre and post private agreement could still be

based on any of the motives highlighted with the present concep-

tual definition of conformity. Third, conformity would be demon-

strated in the absence of movement if a person fails to engage in

a behavior that he or she would have performed were it not for

social influence—what Sorrels and Kelly (1984) have neatly re-

ferred to as conformity by omission (see also Kiesler & Kiesler,

1969, p. 10).

Nonconformity

Literally, the term nonconformity means any behavior that is not

conformity. Motives for nonconformity are in some ways the

obverse of the motives listed above for conformity. However,

because nonconformity can be further divided into at least two

subtypes, independence and anticonformity (Krech et al., 1962;

Nail & Van Leeuwen, 1993; Willis, 1963), we move directly to

these subtypes for conceptual definitions.

Independence. Independence can be conceptually defined as

behavior or belief that results when the influence target gives zero

weight to the norms, positions, or standards of another or others

(cf. Nail, 1986; Willis, 1965a). Motives for independence include

the desire to (a) be correct (Asch, 1956; R. S. Baron, Vandello, &

Brunsman, 1996), (b) accomplish group goals (as when an in-

group member disagrees with the majority regarding how a group

goal might best be accomplished; see J. C. Turner, 1991, p. 99), (c)

avoid groupthink (Janis, 1982), and/or (d) maintain one's self-

concept/social identity (Allen & Wilder, 1979; Merton, 1968;

Newcomb, 1943). Operationally, independence can be defined as

the absence of movement. Alternatively, independence can be

characterized by preexposure disagreement between the target and

influence source followed by post public/private disagreement

(Allen, 1965; Nail, 1986). This operational definition is consistent

3 Such movement can be a result of either (a) a change in the judgment

of the object in question or (b) a change in the object of judgment, as in

Asch's (1940) change-of-tneaning hypothesis (see also Allen & Wilder,

1980; Wood, Pool, Leek, & Purvis, 1996).
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with Willis's (1963) definition as illustrated in Figure 1. Allen

(1965) and Nail (1986) simply made it explicit that the post

disagreement occurs at both the public and private levels.

Anticonformity. Anticonformity can be conceptually defined

as behavior or belief that is not consistent with the norms,

positions, or standards of another or others based on one or

more motives of the influence target. These motives can include

the target's desire to (a) provoke group conflict (Hollander,

1975; Moscovici, 1976; Willis, 1965a), (b) distance the self

from one or more dissimilar, disliked, or unattractive others or

from out-group members (Cooper & Jones, 1969; Heider, 1958;

Hogg & Turner, 1987; Wood, Pool, Leek, & Purvis, 1996), (c)

establish or project behavioral freedom/autonomy (Baer et al.,

1980; S. S. Brehm & Brehm, 1981; Eagly et al., 1981; Heilman

& Toffler, 1976), (d) establish or project one's uniqueness

(Snyder & Fromkin, 1980; Weir, 1971), (e) avoid groupthink

(Janis, 1982), and/or (f) avoid the appearance of sycophancy

(Jones & Wortman, 1973; Schlenker, 1980). Anticonformity

can be best defined by movement away from the source on the

part of the target. Assuming preexposure agreement between

the target and source, anticonformity can be characterized by

preexposure agreement followed by post disagreement (see

Figure 1). Anticonformity is also possible assuming preexpo-

sure disagreement (J. W. Brehm & Mann, 1975; Willis, 1965b),

that is, pre disagreement followed by increased post disagree-

ment. Yet research concerned with the theory of psychological

reactance has indicated that such anticonformity, at least in the

laboratory, is unlikely to occur (see S. S. Brehm & Brehm,

1981; Nail & Van Leeuwen, 1993; Wright, 1986).4

Even knowing that there is preexposure agreement and postex-

posure disagreement, however, is not sufficient to adequately

define anticonformity-according to Nail (1986) because anticon-

formity, like conformity, can occur at the public and/or private

levels. Nail proposed that, just as movement conformity can be

divided into two subtypes (conversion and compliance), so too can

anticonformity be divided into two subtypes; anticonversion and

anticompliance.

Preexposure agreement that is followed by post public dis-

agreement and post private disagreement is a type of anticon-

formity Nail (1986) labeled anticonversion; the influence? an-

ticonforms both publicly and privately. Changing the salute of

the United States flag after the rise of Nazism in the 1930s

represents a good, real-world example of this type of anticon-

formity. It is a little-known fact today that before World War II,

the standard American flag salute was similar to the Nazi sieg

heil except that the former was delivered gently, with the palm

up. The change to placing the hand over the heart was a

symbolic gesture to disassociate American democratic ideals

from Nazism (personal communication, Mrs. Nettie Moore,

86-year-old retired schoolteacher, April 15, 1999). Presumably,

only Americans who were Nazi sympathizers would have pri-

vately favored a return to the former salute. Thus, the change

represented anticonversion—preexposure agreement followed

by postexposure public and private disagreement.

In contrast to anticonversion, preexposure agreement that is

followed by post public disagreement but post private agree-

ment is a type of anticonformity Nail (1986) labeled anticom-

pliance; the influencee anticonforms publicly but not privately.

An example of anticompliance is when a group member plays

the role of the devil's advocate. Here, typically, the person

fundamentally agrees with the group in private but takes a

position in public that seems to go against the group for a time.

Often, the motive is to protect the group from making a decision

too quickly or hastily (Janis, 1982). Even the designation "role

of the devil's advocate" reveals that the advocate's public

disagreement does not reflect his or her true private position.

The distinctions between conversion/compliance and anticon-

version/anticompliance are all accommodated by the model

developed below.5

Disinhibitory Contagion

Disinhibitory contagion may not be as familiar to some

readers as many of the previously discussed influence phenom-

ena; thus, it is presented here in some detail. To begin, consider

the following example of disinhibitory contagion. A man who is

out of work is thinking about stealing a portable stereo from a

music store display. He knows how to steal the stereo and is

motivated to steal it but does not because of the fear of getting

caught. Later, however, the man observes a stranger throw a

brick through the window and escape with an item, apparently

without consequences, as a riot begins. In contagion theory

parlance, the stranger is known as the model, initiator, or

trigger (Redl, 1949; Wheeler, 1966). At this point, the man

spontaneously grabs the stereo and runs off with it.

Conceptually, disinhibitory contagion can be defined as a type

of social influence that occurs when an individual who is in an

approach-avoidance conflict experiences a reduction in restraints

as a result of observing a model; the model's behavior reduces the

observer's avoidance gradient, thus freeing the observer to engage

in the desired act (cf. Levy, 1992; Levy & Nail, 1993; Wheeler,

1966). Levy (1992) selected the term disinhibitory in reference to

contagion following the Bandura and Walters (1963) conceptual-

ization of disinhibitory effects wherein the "observation of mod-

els.. . weaken[s] inhibitory responses" (p. 60). Further, Pavlov

(cited in Kaplan, 1966) referred to disinhibition as "the inhibition

of inhibition" (p. 167).

Operationally, disinhibitory contagion begins with the poten-

tial influencee in a state of internal psychological conflict,

privately desiring to engage in a behavior but publicly not doing

so. Then the influencee is exposed to a model or trigger who is

behaving consistently with the influencee's private desires. If

influence occurs, the influencee changes his or her public

4 A strong, real-world example of anticonformity by increased disagree-
ment occurred during the 1994 Christmas season in Little Rock, Arkansas.
Soon after a Mr. Jennings Osborae received an Arkansas State Supreme
Court order that he reduce the number of Christmas lights on his property,
he proceeded to add hundreds of additional lights to the more than 3
million already on display. The court order was instigated by neighbors'
complaints because of the continual overflow traffic in their and Mr.
Osborne's exclusive residential neighborhood (Brokaw, 1994).

5 Nail's (1986) label for pre agreement, post public disagreement/private
agreement was actually anticompliance-2 rather than anticompliance.
Nail's anticompliance and anticompliance-2 have been reversed in the
present model for reasons of symmetry. Also, the cell Nail (1986, p. 201)
originally labeled as anticompliance has been changed in the present model
to paradoxical anticompliance (see below).
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behavior from a position of disagreement with the model to one

of agreement. The influencee thus ends up in a state of public

and private agreement with the model (see Wheeler et al., 1978,

pp. 53-54).

Disinhibitory contagion is central to the model developed below

because it, for the first time in the descriptive-models literature,

requires consideration of the possibility of a preexposure public/

private mismatch within the influencee. With disinhibitory conta-

gion, there is pre public (behavioral) disagreement with the even-

tual model but pre private (attitudinal) agreement.

In most cases, people should be internally motivated to

resolve a discrepancy between public behavior and private

attitude. A public/private discrepancy sets up a sort of tension

system that might well leave people especially vulnerable to

influence under such conditions as a riot, when emergent norms

no longer discourage the expression of such private attitudes as

the desire to steal (R. H. Turner & Killian, 1987). Under such

conditions, it follows that the motivation to act on one's private

attitude might become strong enough to elicit what would

otherwise be improbable behavior. Although this analysis is

speculative, it portends how the model developed below may

help guide researchers toward a deeper understanding of the

dynamics that make certain responses to influence more or less

likely in various situations.

Influence in the form of disinhibitory contagion, interestingly, is

not limited to antisocial behaviors. Consider a couple at a dance as

the evening's opening song begins to play. Both members of the

couple know how to dance and want to, but they hesitate because

they don't want to be (he first or only couple on the floor. Soon,

however, another couple starts to dance and then another. At this

point, the original couple joins the other dancers, and the dance

floor quickly fills.

Disinhibitory contagion has been demonstrated and examined

in numerous empirical studies (e.g., R, A. Baron & Kepner,

1970; Goethals & Perlstein, 1978; Levy, 1992; Russell, Wilson,

& Jenkins, 1976; Wheeler & Caggiula, 1966; Wheeler & Le-

vine, 1967; Wheeler & Smith, 1967). The Levy (1992) and

Wheeler and Caggiula (1966) studies are described in some

detail below.

A Four-Dimensional Model of Social Response

Given the above distinctions, the question is what is the mini-

mum number of dimensions necessary to include all of the desig-

nated phenomena within a single model. We believe that at least

four dimensions are necessary; the logic is as follows.

To distinguish between conformity and independence, a post-

exposure agreement/disagreement dimension is needed. With con-

formity, there is post agreement between the target and source of

influence; with independence, there is post disagreement (see
Figure 1). To distinguish between conversion conformity and

compliance conformity (and, conversely, between anticonversion

and anticompliance), a postexposure public/private dimension is

needed. With conversion, there is post public agreement and post

private agreement between the target and source; with compliance,

there is post public agreement but post private disagreement. To

distinguish between movement conformity and congruence con-

formity, a preexposure agreement/disagreement dimension is

needed. For movement conformity to be possible (conversion or

compliance), there must be preexposure disagreement between the

target and source; for congruence conformity, there must be pre-

exposure agreement (see Figure 1). Finally, to distinguish between

conformity (most specifically, conversion) and disinhibitory con-

tagion, a preexposure public/private dimension is needed. With

conformity, there is preexposure public and private disagreement

between the influencee and influence source; with disinhibitory

contagion, there is preexposure public disagreement with the

source but pre private agreement.

When these dimensions are integrated, arranged chronologi-

cally (i.e., from preexposure to postexposure), and combined

factorially, the result is the 24 or 16 possibilities identified in

Figure 2. The first dimension is the influencee's public behavior

relative to that of an influence source before being exposed to

influence, preexposure public agreement or disagreement. The

second dimension is the influencee's preexposure private posi-

tion relative to the source, preexposure private agreement or

disagreement. The third dimension is the influencee's public

response relative to the source, postexposure public agreement

or disagreement. The fourth dimension is the influencee's pri-

vate response relative to the source, postexposure private agree-

ment or disagreement.

For purposes of exposition and communication, the 16 pos-

sibilities have been numbered. Precise operational definitions

for any of the designated phenomena can be gleaned by starting

on the left hand side of the model and working one step at a

time to the right. For example, #16 independence is defined by

preexposure public and private disagreement followed by post-

exposure public and private disagreement. Independence in

Figure 2 is the same as independence in Figure 1. Figure 2

simply makes explicit what was assumed in Figure 1, namely,

that independence begins (preexposure) and ends (postexpo-

sure) with public and private disagreement between the target

and source of influence.

As can be seen, the model includes all seven of the recognized

types of social response identified above: (a) three types of con-

formity: #1 congruence, #13 conversion, and #14 compliance; (b)

two types of anticonformity: #3 anticompliance and #4 anticon-

version; (c) #16 independence; and (d) #9 disinhibitory contagion.

The model includes one unusual and largely unrecognized type of

conformity (here labeled #2 paradoxical compliance) and one

unusual and largely unrecognized type of anticonformity (here

labeled #15 paradoxical anticompliance) that were first identified

and labeled by Nail (1986) as compliance-2 and anticompliance,

respectively. The model includes two responses that represent

alternatives to #9 disinhibitory contagion first suggested by Red!

(1949), here labeled #11 inhibitory independence and #12 anti-

contagion. Finally, the model provides for five potential types of

influence that have not been previously identified or labeled: #5
compliance/conversion, #6 continued compliance, #1 reversed an-

ticompliance, #8 disinhibitory anticonversion, and #10 reversed

compliance.

Given the distinctions suggested by the present four-
dimensional model, an important question is whether all these

types and subtypes are really necessary. Is there any evidence from

the literature that any of the unrecognized or underrecognized

phenomena exist? If they do, do they have any bearing on impor-

tant theoretical issues? Virtually all social psychologists recognize

the distinctions between #1 congruence, #13 conversion, #14 com-
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POST-PUB

\/^ DISAGRDISAGREEMENT

*l CONGRUENCE

PARADOXICAL COMPLIANCE

« ANTICOMPLIANCE

*4 ANTICONVERSION

COMPLIANCE / CONVERSION

»6 CONTINUED COMPLIANCE

17 HEVERSEDANTICOMPUANCE

IB DGINHIBITORY ANT1CONVERSION

»9 DISINHIBITORY CONTAGION

110 REVERSED COMPLIANCE

111 INHIBITORY INDEPENDENCE

*12ANTICONTAGION

/13 CONVERSION

t\l COMPLIANCE

15 PARADOXICAL ANT1COMPUANCE

*16 INDEPENDENCE

Figure 2. A four-dimensional model of social influence. PRE-PUB is the influencee's preexposure, public

position relative to the influence source; PRE-PRI is the preexposure, private position; POST-PUB is the

postexposure, public position; POST-PR! is the postexposure, private position.

pliance, and #16 independence. Further, there are now numerous

empirical and theoretical papers that have demonstrated the valid-

ity and necessity of the distinction between public and private

anticonformity, #3 anticompliance and #4 anticonversion (see,

e.g., Argyle, 1957; Baer et al., 1980; Boyanowsky & Allen, 1973;

J. W. Brehm & Mann, 1975; S. S. Brehm & Brehm, 1981; Cooper

& Jones, 1969; Frager, 1970; Nail, 1986; Nail & Van Leeuwen,

1993; Nail et al., 1996; Wright, 1986; Wright & Brehm, 1982).

Thus, we focus on the less recognized phenomena identified by the

model.
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Empirical Evidence and Theoretical Significance of the

Novel or Less Recognized Phenomena

of the Present Model

Conformity Versus #9 Disinhibitoiy Contagion

We turn first to the consideration of conformity (#13 conversion

or #14 compliance) versus #9 disinhibitory contagion. We do so

because if there are not valid and compelling reasons for distin-

guishing between these types of influence, there is no need for

either a four-dimensional model or the entire middle half of

Figure 2. Nail's (1986) three-dimensional model provides for all of

the previously labeled influence types of the present model with

the exception of #9 disinhibitory contagion. Specifically, Nail's

(1986) model accommodates #1 through #4 and #13 through #16.

Authors such as Milgram (1974, pp. 113-122) and Shaw (1981,

p. 432) have not distinguished between conformity and disinhibi-

tory contagion. Specifically, they have labeled as conformity what

we regard as #9 disinhibitory contagion. Milgram's classic obedi-

ence paradigm entailed an experimenter asking a "teacher" to

deliver an electric shock to a "learner" (confederate) each time the

learner made a mistake on a memory task. Shock intensity in-

creased with each error. In one of many experimental variations,

Milgram employed two additional confederates as supposed teach-

ers who modeled disobedience, in turn, to the lone true participant.

Milgram found that this modeling dramatically decreased the level

of obedience as the percentage of completely obedient participants

decreased from 65% in the original paradigm to only 10% in the

modified paradigm. If we assume that participants began to pri-

vately question the advisability of delivering additional shocks as

the intensity level increased, the influence of the disobedient

teachers would represent #9 disinhibitory contagion; participants

were freed to follow their private reservations against delivering

any more shocks. This interpretation is supported by some of

Milgram's interview data. For example, one participant who dis-

obeyed early on reported, "Well, I was already thinking about

quitting when the guy broke off (Milgram, 1974, p. 118).

On the one hand, confusion over conformity and disinhibitory

contagion is understandable given that both consist of a change in

the influencee's behavior toward an influence source. Also, disin-

hibitory contagion, like conformity, can entail influence from a

group (i.e., more than one influencer). However, for both axiom-

atic and empirical reasons, we believe that conformity and disin-

hibitory contagion should be regarded as separate and unique types

of influence.

Axiomatically, conformity and disinhibitory contagion are dif-

ferent, as illustrated by the conceptual and operational definitions

proposed herein. An especially interesting contrast in this regard is

that between #14 compliance conformity and #9 disinhibitory

contagion. What immediately follows draws heavily on insights

first suggested by Wheeler (1966, pp. 180-183). Compliance and

disinhibitory contagion are similar in that both involve conflict and

both entail movement to a position of postexposure public agree-

ment with the influence source. They are distinct, however, with

respect to both (a) the respective causes and resolutions of the

conflict and (b) the temporal sequence of the defining events.

As can be seen in Figure 3, with #14 compliance, the influencee

starts out in a state of internal harmony but, through influence,

ends up in a state of internal conflict. A subgroup of the partici-

Compliance Conformity (#14) Versus

Disinhibitory Contagion (#9)

Compliance Conformity (#\4~\

Influencee in state of
internal harmony

Influencee is exposed lo a
disagreeing influence source

Influencee experiences
internal conflict

Influencee changes behavior
toward the source

Disinhibitorv Contagion (#9}

Influencee in state of
internal conflict

Influencee observes influencer
or "trigger person"

Influencee's internal restraints
and conflicts are reduced

Influencee engages in the
influencer's behavior

Influencee in state of
internal conflict

Influencee in slate of
internal harmony

Figure 3. A flow chart contrasting #14 compliance conformity and #9

disinhibitory contagion.

pants studied by Asch (1951) represents a good example of this

type of conformity. In the basic Asch paradigm, one true partici-

pant and six confederates were asked to make a series of simple

perceptual judgments. The question was which of three compari-

son lines is closest in length to a standard. Initially, the participant

is in a state of internal harmony; the participant perceives the

correct answer, for example, to be Line A and the group says, "A."

The participant is in harmony because he or she publicly and

privately agrees with the group's judgment. Soon, however, the

participant's harmony is disrupted when the group endorses a

choice that is obviously incorrect (see Back & Bogdonoff, 1964).

The subgroup Asch identified as distortion of action participants

dealt with this conflict by frequently changing to a position of post

public agreement with the group even though they later reported

privately that they knew the group's judgments were wrong. Thus,

these participants ended up in a state of conflict because their

public responses were inconsistent with their private beliefs.

With #9 disinhibitory contagion, in contrast, the sequence of

events is just the reverse (see Figure 3). Here, the influencee starts

out in a state of conflict between public behavior and private desire

but, through influence, ends up in a state of harmony between the

two. The reluctant dancing couple cited previously serves as a
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good example. Specifically, they started out in a state of conflict

because they privately wanted to dance but were not doing so.

After being exposed to the couple who modeled dancing, however,

the influences started dancing too and thus ended up in a state of

harmony because their post public behavior matched their private

desire.

Empirically, several studies have supplied evidence that #14

compliance and #9 disinhibitory contagion are separate phenom-

ena. If the two are separate, it follows that they would not be

correlated with the same personality variables. Smith, Murphy, and

Wheeler (1964) found that authoritarianism adjusted for I.Q. was

significantly and positively correlated with the degree of influence

in an Asch-type conformity paradigm but not with the degree of

influence in a disinhibitory contagion paradigm (viz., the disinhi-

bition of prohibited game playing).

If #14 compliance and #9 disinhibitory contagion are separate,

it follows that the two would produce different degrees of influ-

ence, all extraneous factors being equal. Wheeler and Caggiula

(1966) examined participants in groups of three, one true partici-

pant and two confederates. Some participants were exposed to (a)

a target/confederate who publicly made socially deviant statements

followed by (b) a model/confederate who verbally aggressed

against the target (disinhibitory contagion condition). Other par-

ticipants were exposed only to either (a) the target's deviant

statements (no-model condition) or (b) the model's aggression

toward the target (compliance condition). The dependent variable

was the participants' subsequent aggression toward the target. The

results indicated significantly greater aggression by disinhibitory

contagion participants than by no-model or compliance partici-

pants. What is more, the combination of Factors (a) and (b)

produced a greater frequency of aggression than a simple additive

model would predict, thus further supporting the viability of dis-

inhibitory contagion as a unique type of influence.

Empirical evidence showing that conformity and disinhibitory

contagion follow different influence principles would provide

strong support for the argument that the two should be regarded as

separate phenomena. There is such evidence. Consider the usual

finding regarding conformity that similar others produce greater

influence than dissimilar others (see, e.g., Abrams, Wetherell,

Cochrane, Hogg, & Turner, 1990; Burn, 1991; Hornstein, Fisch, &

Holmes, 1968; Murray, Leupker, Johnson, & Mittlemark, 1984;

Wilder, 1990). With disinhibitory contagion, however, things ap-

pear to work the other way, at least in some settings. Three studies

that investigated the disinhibitory contagion of aggression found

that dissimilar models produced greater influence than similar

models (R. A. Baron & Kepner, 1970; Goethals & Perlstein, 1978;

Wheeler & Levine, 1967). Goethals and Perlstein (1978) offered

an explanation for this pattern of results in terms of Kelley's

(1967) attribution theory, the so-called triangulation effect.

If an individual finds that a dissimilar other makes the same judgment
about an entity that he does, he can be more confident that his

judgment is an accurate reflection of the entity rather than a biased

person-caused response. The agreement of a similar other may be
caused by the same biasing characteristics and is thus less impressive.
(Goethals & Perlstein, 1978, p. 116)

Levy (1992) has provided perhaps the strongest evidence that

conformity and disinhibitory contagion should be regarded as

separate—direct experimental evidence for the notion that #14

compliance conformity results in greater levels of internal conflict

than #9 disinhibitory contagion. Participants were recruited for a

study that was supposedly investigating personality and attitudes.

Each session included two supposed participants who were given

a packet of personality scales to complete. One of the participants

was actually a confederate. Midway through the scale completion

tasks, the experimenter interrupted and asked if the participants

would volunteer to help with some tedious clerical tasks during the

upcoming week. The confederate (model) always responded first,

acceding to the request in the compliance conformity condition but

refusing in the disinhibitory contagion condition. The participants

then returned to the personality scales, which at this point included

several state measures of personal psychological conflict/distress.

The results indicated that disinhibitory contagion participants

volunteered significantly less time and reported significantly less

conflict than compliance conformity participants. Disinhibitory

contagion participants reported less conflict because the model had

apparently freed them from the power of the social responsibility

norm (Schwartz, 1975), the social obligation to help someone in

need. Compliance conformity participants, in contrast, reported

greater conflict because many had committed their time and en-

ergy to something they really did not want to do (i.e., they publicly

complied even though they privately disagreed).

Taken as a whole, the conceptual distinctions and empirical

findings in this section indicate that conformity and disinhibitory

contagion are almost certainly separate influence phenomena. Al-

though both entail a change of the influencee's behavior toward

that of the influence source, they are at the same time fundamen-

tally opposite forms of influence. Whereas conformity tends to

direct, narrow, and restrict the influencee's behavior, disinhibitory

contagion frees one from such restrictions, although such freedom

is by no means always helpful or beneficial for all concerned (e.g.,

looting during riots). Conformity, too, is not always helpful or

beneficial. For present purposes, the important point is that all four

dimensions in Figure 2 appear to be necessary and justified.

#2 Paradoxical Compliance

As indicated by its name, #2 paradoxical compliance is a form

of compliance. As such, it is similar to the more well-known or

standard type, #14 compliance (see Figure 2). In both types, an

influencee's postexposure public agreement with the source is

accompanied by post private disagreement, and post public agree-

ment/private disagreement is the heart of compliance. The two

differ only with respect to the preexposure position relative to the

influence source. Whereas #14 compliance begins with preexpo-

sure public and private disagreement between the target and source

of influence, #2 paradoxical compliance begins with preexposure

public and private agreement. This preexposure agreement is fol-

lowed by continued agreement in public, but in private, the influ-

encee changes to a position of disagreement (see Figure 2).

An anecdote from the life of Sir Isaac Newton may clarify #2

paradoxical compliance as a type of compliance. According to

Asimov (1982), Newton, as a scholar of his day, was quite inter-

ested in theology. "He speculated endlessly on theological matters

and produced a million and a half useless words on the more

mystical passages of the Bible" (p. 231). Interestingly, he eventu-

ally developed "Unitarian notions that he kept strictly to himself,

for he could not have remained at Cambridge had he openly denied
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the divinity of Christ" (p. 231). If we assume that Newton arrived

at Cambridge with orthodox views both publicly and privately, his

subsequent private change to Unitarianism accompanied by con-

tinued public Christianity would represent #2 paradoxical

compliance.

This example shows how, under certain circumstances, confor-

mity can be correctly characterized, paradoxically, by movement

away from the influence source, hence the label "paradoxical"

compliance. Note that even though Newton moved away from his

original orthodox views at the private level, between the private

and public levels regarding his postexposure response Newton

showed implicit movement toward the orthodox position. Thus, #2

paradoxical compliance qualifies as a type of compliance and,

more generally, as a type of conformity.

#15 Paradoxical Anticompliance

Consistent with Nail (1986) and as with #3 anticompliance and

#4 anticonversion, we conceptualize #15 paradoxical anticompli-

ance as a special type of anticonformity. As can be seen in

Figure 2, #15 paradoxical anticompliance is characterized by pre-

exposure public and private disagreement between the target and

source, postexposure public disagreement, but a change to post-

exposure private agreement. As such, #15 paradoxical anticompli-

ance represents the mirror image of #2 paradoxical compliance

(see Figure 2).

Two known studies have found empirical evidence for #15

paradoxical anticompliance (Abrams et al., 1990, Experiment 2;

Eagly et al., 1981). Eagly et al. (1981) had participants report to

the laboratory in groups of four, two male and two female partic-

ipants. Participants were led to believe that the other three mem-

bers of their group disagreed with them on several campus issues.

The supposed positions of the other group members were commu-

nicated hi writing and included supporting arguments. After re-

ceiving the others' positions, participants were asked to express

their own attitudes under conditions of either public or private

responding relative to the other group members. The dependent

variable was the degree of attitude change.

The results indicated that there was no difference in the amount

of attitude change for female participants in the public and private

conditions; both groups moved to a position of relative agreement

with the other group members (i.e., #13 conversion). Male partic-

ipants in private also moved to a position of relative agreement.

However, for male participants in public there was significantly

less movement. Thus, considering male participants as a whole,

there was preexposure public and private disagreement with the

source, postexposure public disagreement, but postexposure pri-

vate agreement. These, of course, are the defining criteria for #15

paradoxical anticompliance.

Consistent with Nail (1986), we propose that, under certain

circumstances, anticonformity can be correctly characterized, par-

adoxically, by movement toward the influence source. Note that

even though the Eagly et al. (1981) male participants moved

significantly toward the group at the private level, between the

public and private levels regarding their postexposure response the

male participants showed implicit movement away from the

group's position. Thus, #15 paradoxical anticompliance qualifies

as a type of anticompliance and, more generally, as a type of

anticonformity.

The Eagly et al. (1981) results are interesting, however, not only

because they supply empirical evidence for #15 paradoxical anti-

complianee but also because of their implications for how gender

differences in conformity ought to be most accurately conceptu-

alized and studied. The difference between male and female par-

ticipants was caused not because public female participants con-

formed more than the other groups but because public male

participants conformed less; the experimental group that stood out

was the public male participants. Accordingly, Eagly et al. sug-

gested that explanations for gender differences in conformity

should focus not on the female role but on the male role, specif-

ically, on "the compatibility of nonconformity with the emphasis of

the male gender role on independence from other people" (p. 384,

emphasis added). However, the behavior Eagly et al. labeled as

male nonconformity is more explicitly and appropriately labeled as

#15 paradoxical anticompliance. The label nonconformity is not

sufficiently precise because, again, any behavior besides confor-

mity can be correctly regarded as nonconformity.

Paradoxical anticompliance (#15) was obtained by Abrams et al.

(1990, Experiment 2) in a modified replication of the Asch para-

digm. Each session included three confederates and one true par-

ticipant. The confederates were represented as either being or not

being members of an important reference group for the participant

(i.e., in-group vs. out-group manipulation). Crosscutting the group

membership manipulation was a public/private manipulation. In

the public conditions, participants announced their judgments for

all to hear. In the private conditions, true participants gave their

judgments only in writing. Conformity was operationally defined

by the number of times participants agreed with the erroneous

judgments of the confederates.

The results indicated that the independent variables interacted.

There was no significant difference in the amount of conformity

between in-group and out-group participants in private; these

participants conformed on 33.3% and 25.9% of the critical trials,

respectively. However, when responding was public, conformity

for in-group participants increased significantly (58.1% confor-

mity), whereas conformity for out-group participants decreased

significantly (0.08% conformity). Thus, overall, out-group partic-

ipants showed preexposure public and private disagreement, post-

exposure public disagreement, but postexposure private agree-

ment. Again, these are the defining criteria for #15 paradoxical

anticompliance.

At the explanatory level of analysis, the Abrams et al. (1990)

findings are important because they supply support for Hogg and

Turner's (1987, p. 151; J. C. Turner, 1991) theory of referent

informational influence (see also Pool, Wood, & Leek, 1998;

Wood et al., 1996). The key concept in this theory is social

identification—the changes in self-image and perception that oc-

cur once people categorize themselves as members or not of a

particular social organization or group. The theory predicts that

people will (a) conform to those with whom they identify, (b)

remain independent from those with whom they do not identify,

and (c) anticonform to those with whom they disidentify (e.g.,

out-group members who give obviously incorrect answers on a

simple line-judgment task). Similar predictions would result from

a balance theory perspective (Heider, 1958).

The Abrams et al. (1990) findings are also important because

they indicate that motives for conformity are not necessarily sim-

ply additive. The motive informational influence occurs when a
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person accepts input from one or more others as "evidence about

reality" (Deutsch & Gerard, 1955, p. 629, emphasis as original).

Normative influence, in contrast, occurs when a person is only

concerned with meeting the "expectations of another" (i.e., gaining

acceptance and avoiding rejection; Deutsch & Gerard, 1955, p.

629). Abrams et al. implemented informational influence by ex-

posing participants to unanimous disagreement from the laboratory

group. They manipulated normative influence between participants

by assigning some participants to respond in public and others in

private. Yet informational and normative influences were not

simply additive; adding normative influence (public responding) to

informational influence increased the degree of influence among

in-group participants but decreased influence among out-group

participants.

Changing perspectives somewhat, it is noteworthy that there are

at least two interpretations in the literature of the configuration

represented by #15 that have nothing to do with paradoxical

anticompliance as a type of anticonformity. Kiesler and Kiesler

(1969, p. 4) offered the example of a smoker who is finally

persuaded at a private, attitudinal level by friends or professionals

to stop smoking but still finds it difficult to publicly act on his or

her new beliefs. A still different interpretation for Cell #15 has

emerged from studies employing the minority influence or "Asch-

backwards" paradigm. When the minority is successful, affected

majority members frequently display #15—preexposure public

and private disagreement with the minority, postexposure public

disagreement with the minority, but postexposure private agree-

ment (see, e.g., Doms & Van Avermaet, 1980; Moscovici, Lage, &

Naffrechoux, 1969; Nemeth & Wachtler, 1974, 1983).

Moscovici (1980), Wood et al. (1994), and others have appro-

priately referred to #15 in minority influence settings as a type of

conversion. It is conversion vis-a-vis the minority in that at least

some members of the majority have been influenced at the private

level to accept the minority position. Minority influence is not

usually revealed publicly apparently because so doing would mean

defecting from the still powerful majority (Maass & Clark, 1984;

Wood et al., 1994).

Successful minority influence does not always end, however,

with majority members in post public disagreement/private agree-

ment with the minority view. As described by Nemeth and Wacht-

ler (1983), "Sometimes one person from the majority moves [pub-

licly] to the minority position. When that occurs, the process

'snowballs' and members of the majority tend to move together"

(p. 48). Interestingly, Nemeth and Wachtler's portrayal of this

phase of minority influence is a near-perfect description of the

trigger person and subsequent influence that occurs during #9

disinhibitory contagion.

#5 Compliance/Conversion and #6 Continued Compliance

Compliance/conversion (#5) is a construct being incorporated

into a descriptive model for the first time, but it is hardly a concept

new to social psychology. The construct is similar to #13 conver-

sion in that an influencee's private attitude is altered so as to come

in line with an influence source's position. The difference is that

with #5 compliance/conversion, there is preexposure public agree-

ment with the influence source. Compliance/conversion, in fact,

represents one of the most heavily researched areas in social

psychology in that it describes the pattern of attitude change

frequently reported in induced-compliance studies. Festinger and

Carlsmith's (1959) classic experiment is a good example of the

form compliance/conversion can take.

Participants completed manual tasks that were purposefully

designed to be dull and boring. They were then offered either $1

or $20 to misrepresent the tasks as interesting and enjoyable to a

supposed incoming participant, actually an experimental confed-

erate. Later, when participants were asked to rate how enjoyable

the tasks were, $1 participants gave significantly higher ratings

than $20 participants; Festinger and Carlsmith (1959) interpreted

these findings in line with cognitive dissonance theory (Festinger,

1957). Participants experienced dissonance because their claims to

the confederate that the tasks were enjoyable did not square with

the facts. Twenty-dollar participants could justify this misrepre-

sentation because of the large compensation. One-dollar partici-

pants, however, had to reduce their dissonance by attitude

change—deciding that the tasks were actually fairly enjoyable

after all.

To appreciate these results in reference to the present four-

dimensional model, one needs to think of participants as passing

through the model twice. Acceding to the experimenter's request

to dissemble to the next participant (confederate) is captured by

#14 compliance—here, participants show (presumably) prerequest

public and private disagreement that the tasks are enjoyable, post-

request private disagreement, but post public agreement vis-a-vis

the experimenter and confederate. At this point, participants are

recycled, so to speak, with reflecting on the monetary compensa-

tion conceptualized as the source of influence. One dollar is such

a paltry sum that, when Si participants were asked directly to rate

the enjoyableness of the tasks, they had to justify their behavior.

They changed their private attitude so that it was now more in line

with their public behavior. Thus, in Cycle 2, $1 participants passed

from preexposure (prereflection) public agreement/private dis-

agreement that the tasks were enjoyable to postexposure (postre-

flection) public and private agreement. They passed from compli-

ance to conversion, hence the label compliance/conversion.

Interestingly, $20 participants displayed a pattern in Cycle 2 cap-

tured by #6 continued compliance. They (presumably) publicly

agreed but privately disagreed that the tasks were enjoyable both

before (preexposure) and after (postexposure) reflecting on the

tasks.

#8 Disinhibitory Anticonversion

Disinhibitory anticonversion (#8), too, has not been explicitly

identified previously, but we believe it has the potential to be a

very viable type of influence, worthy of separate recognition and

study in its own right. As the name implies, it is a form of

anticonversion and, more generally, a form of anticonformity.

Accordingly, the influencee is negatively influenced by the source.

Specifically, as can be seen in Figure 2, the influencee's preexpo-

sure conflict, public agreement/private disagreement with the

source, resolves in post public and private disagreement As with

#4 anticonversion, #8 disinhibitory anticonversion results in post-

exposure public/private disagreement with the source.

Another way of thinking about disinhibitory anticonversion (#8)

is that it is the mirror image of disinhibitory contagion (#9). Just as

preexposure private agreement can be disinhibited by behavior

change toward the source in the case of #9 disinhibitory contagion,
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preexposure private disagreement can be disinhibited by behavior

change away from the source in the case of #8 disinhibitory

anticonversion.

For example, say that a junior high school boy is a participant in

a drug-abuse prevention class. Before taking the class, his public

behavior agrees with the thrust of the program in that he has never

used illegal drags. However, he privately thinks that drugs are

probably okay for occasional, recreational use because he believes

many successful people use drugs (i.e., he exhibits preexposure

public agreement/private disagreement with the influence source,

the prevention class teacher/materials). Contrary to design, how-

ever, the class has a negative effect. That is, after starting the class,

he begins experimenting with drags and so passes into postexpo-

sure public and private disagreement with the influence source

(i.e., #8 disinhibitory anticonversion).

Though fictional, this scenario is all too real according to several

recent evaluation studies of drug, alcohol, tobacco, eating disorder,

and suicide prevention programs (see, e.g., Donaldson, Graham, &

Hansen, 1994; Donaldson, Graham, Piccinin, & Hansen, 1995;

Mann et al., 1997; Shaffer, Garland, Vieland, Underwood, &

Busner, 1991). That is, interventions sometimes backfire, increas-

ing the very behaviors they were designed to reduce. An important

factor appears to be the perception sometimes inadvertently cre-

ated by the programs that the behavior in question is typical or

normative for individuals like those under study (see Donaldson et

al., 1995). However, programs that foster peer-group norms in-

compatible with the undesired behavior have produced the in-

tended results (see, e.g., Donaldson et al., 1994, 1995).

The precise designation of #8 disinhibitory anticonversion is not

certain in any known evaluation studies reporting negative change

because of various measurement shortcomings. Nevertheless, typ-

ical descriptive terms such as "boomerang" or "backfire" are not

adequate in that any outcome that shows negative behavior and/or

attitude change could be labeled as such (e.g., #3 anticompliance,

#4 anticonversion, #15 paradoxical anticompliance). This is po-

tentially a serious problem because, as demonstrated with #14

compliance and #9 disinhibitory contagion, similar influence types

do not always follow the same principles of influence.

#11 Inhibitory Independence (Noncontagion)

and #12 Anticontagion

Not all cases beginning with preexposure public disagreement/

private agreement end with #9 disinhibitory contagion. Some who

are thinking about looting during a riot do not; some who want

desperately to dance do not, even after the dance floor is filled.

Redl (1949), a pioneer in the study of contagion, was perhaps the

first to write about the absence of influence (noncontagion) when

potential influencees are in an approach-avoidance conflict, here

labeled inhibitory independence (#11).

A psychiatrist with a psychoanalytic orientation, Redl (1949)

became interested in contagion based on his firsthand experiences

as a group therapist with juveniles. For example, group members

may be privately angry with a therapist but not publicly act out this

anger because of ego or superego constraints. However, if one

group member, the initiator, expresses open hostility toward the

therapist and other members then quickly follow, contagion has

occurred (#9 disinhibitory contagion). Redl's observation of non-

contagion (#11 inhibitory independence) by some members in

such settings was explained as resulting from a personality struc-

ture that favored ego and/or superego control over release. This

pattern reflects "inhibition" because the restraints against open

hostility for such members remained intact. It reflects "indepen-

dence" because such individuals were not influenced relative to the

initiator.

Even more interesting than inhibitory independence is Redl's

(1949) description of what we have labeled anticontagion (#12),

the so-called shock effect. Occasionally during contagion, an ob-

server's fear of loss of control was so great that he or she actively

rejected influence from the initiator—for example, by physically

withdrawing from the group. Redl interpreted such behavior as

resulting from a private desire for the expression of hostility but a

stronger reaction formation against it. It is conceivable that during

such episodes an observer's private desire for hostility could

change as well. In our nonpsychoanalytic terminology, such an

event would reflect #12 anticontagion—preexposure public dis-

agreement/private agreement with the initiator's overt hostility that

resolves in postexposure public and private disagreement with the

initiator.

#7 Reversed Anticompliance and

#70 Reversed Compliance

Cells #7 and #10 represent the least intuitive responses of the

present model. However, given that all four of the designated

dimensions are necessary to accommodate some of the more

important and recognized influence types, these somewhat odd

possibilities are logically necessary for a complete model. As the

names imply, #7 reversed anticompliance represents a type of

anticompliance, whereas #10 reversed compliance represents a

type of compliance. We conceptualize #7 reversed anticompliance

as a type of anticompliance because it ends in post public dis-

agreement/private agreement—the same outcome as both #3 anti-

compliance and #15 paradoxical anticompliance (see Figure 2).

Conversely, #10 reversed compliance is a type of compliance

because it ends in post public agreement/private disagreement—

the same as #14 compliance, #2 paradoxical compliance, and #6

continued compliance. We have labeled #7 and #10 reversed

because both configurations indicate a complete reversal from the

preexposure public and private positions to the postexposure pub-

lic and private responses (see Figure 2).

Reversed anticompliance (#7) might occur in a situation similar

to the beginning drug user example cited previously. If the teen-

ager's drag-abuse prevention class backfired, his private inclina-

tions to try illegal drugs might be initially disinhibited resulting in

#8 disinhibitory anticonversion. If this same person were subse-

quently to become addicted to drags, however, his post private

disagreement with the prevention class might very well eventually

change to post/post private agreement even while he continued to

use drugs because of the addiction. Such an outcome would

ultimately correspond to #7 reversed anticompliance.

Reversed compliance (#10) might occur in a situation similar to

the looter example cited previously. Sometime after escaping

safely with the portable stereo, the looter might feel guilty and

privately wish he had not taken the stereo after all; his post private

agreement with the original looter (the initiator) might change to

post/post private disagreement. Such a reversal would reflect #10

reversed compliance.
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Strengths and Limitations of the Present Model

Strengths

As set out in the introduction, a good descriptive model should

accomplish four goals: It should help organize empirical findings,

help discriminate between closely related phenomena, provide a

foundation for integration between the descriptive and explanatory

levels, and suggest new or previously unrecognized types of

influence.

The present model helps organize empirical findings in a variety

of ways. It shows the precise conceptual relationship between

all 16 of the identified phenomena. Many of these, in turn, are

relevant to the four major social influence paradigms: majority

influence, minority influence, compliance, and obedience. For

example, #9 disinhibitory contagion not only describes how be-

havior can ignite and sweep through a crowd but also describes the

modeled disobedience that occurs in the modified Milgram (1974)

paradigm, as well as illustrating how minority influence at the

private level can become manifest at the public level. Further, the

present model provides for the behavioral compliance (#14 com-

pliance) and subsequent attitude change (#5 compliance/conver-

sion) that typically occur in induced-compliance experiments (e.g.,

Festinger & Carlsmith, 1959).

The present model successfully discriminates between numer-

ous phenomena that are closely related. For example, #9 disinhibi-

tory contagion and #13 conversion both involve pre to post be-

havioral change toward the influence source, and both result in

postexposure public and private agreement with the source. How-

ever, it is intuitively obvious that there is something quite different

between the sort of behavior that can ignite and spread through a

crowd during a riot and an honest change in attitude. The model

clearly spells out that the fundamental difference is the nature of

the influencee's preexposure public and private positions. Whereas

#9 disinhibitory contagion entails preexposure public disagree-

ment/private agreement with the source, #13 conversion entails

preexposure public and private disagreement.

The model helps provide for further integration between the

descriptive and explanatory levels of analysis. In #15 paradoxical

anticompliance, the model provides a descriptive foundation for

Hogg and Turner's (1987) explanatory theory of anticonformity,

referent informational influence theory. In #5 compliance/conver-

sion and #6 continued compliance, the model provides for inte-

gration between the present model and cognitive dissonance the-

ory, as well as, potentially, other consistency-based explanatory

theories (e.g., Aronson, 1999; Heider, 1958; Swann, 1983).

It should be noted that in the absence of the present conceptu-

alization of #15 paradoxical anticompliance as a type of anticon-

fonnity, the Abrams et al. (1990) data could not be taken as

support for any explanatory theory of anticonformity. The Abrams

et al. participants did not display any type of explicit negative

movement, and negative movement is the conventional sine qua

non of anticonformity. Nevertheless, we submit that #15 paradox-

ical anticompliance qualifies as a type of anticonformity because it

entails implicit negative movement between an influencee's post-

exposure private and public responses; influencees can still project

public disagreement even when, post influence, they have changed

to private agreement with the source.

Regarding new types of influence, the present model suggests

five possibilities that have not been previously identified or labeled

in the response-models literature: #5 compliance/conversion, #6

continued compliance, #7 reversed anticompliance, #8 disinhibi-

tory anticonversion, and #10 reversed compliance. We have ar-

gued for the viability or potential viability of each of these.

Limitations

One limitation of the present model is that, for the sake of

simplicity, we constructed it in a dichotomous format. We made

this choice in order to represent the various influence types as

clearly as possible, thus allowing for the greatest degree of differ-

entiation between the possible outcomes. However, there can be no

doubt that an important degree of detail is missed with this ap-

proach. Of course, the public/private and agree/disagree dichoto-

mies can be continua, depending on the specifics of a study's

methodology (see Levy, 1997, pp. 23-26, for a discussion of

problems inherent in the dichotomous vs. continuous distinction).

Further, in most research settings, it would be desirable to assess

the comparative strength of a person's pre/post agreement/dis-

agreement relative to an influence source.

A different limitation of the dichotomous format is that it

necessarily omits certain recognized and interesting social influ-

ence phenomena. One is compromise, where an influencee moves

to a position of intermediate agreement with the source in public

but remains essentially unmoved in private (Asch, 1956; Gerard,

1965). Another is overconformity, where an influencee moves to a

position exceeding that indicated by the influence source (Sherif,

1951;Thibaut&Kelley, 1959). Of further interest, overconformity

can reflect either superconformity—highly valued behavior that

strongly promotes group goals—or, ironically, a form of noncon-

formity, even anticonformity, depending on the group and context

(see March, 1954; Nail, 1986, p. 192; Willis, 1965a, p. 377).

A quite different limitation of the model is that it implicitly

defines social influence solely in terms of movement. Yet Nemeth

and her colleagues (see, e.g., Nemeth, 1986; Nemeth, Mayseless,

Sherman, & Brown, 1990) have broadened the definition of influ-

ence to include not only movement but also qualitatively different

ways of thinking about issues; influence can include differences in

kind (qualitative differences) as well as differences in degree

(quantitative differences). Nemeth's research indicates that,

whereas majority influence tends to foster convergent thinking

regarding the issues in question, minority influence is more likely

to foster divergent thinking.

One of the model's strengths, its complexity (comprehensive-

ness), can also be a limitation. Although we believe we have

shown the four dimensions to be minimally necessary, the corre-

sponding complexity may make the model appear cumbersome to

apply to social influence research. It is clearly difficult to gauge

both public and private attitudes. To be required to do so both

before and after influence could be an overly demanding task in

many research settings. However, we are not suggesting that the

full model must be considered in every instance. For example,

studies based on the Asch paradigm are unlikely to need to

consider anything other than the four response choices #13 through

#16; with such stimuli as line lengths, it is unlikely that partici-

pants would hold any preexposure position other than public/

private disagreement with the erroneous group judgment. Thus, the

parts of the model that need to be considered depend greatly on the

type of influence one is examining.



466 NAIL, MACDONALD, AND LEVY

At the same time, on the basis of Asch's (1956) participant

interviews, it seems clear that the present four-dimensional model

represents a significant and necessary improvement over the uni-

dimensional conformity—independence model implicitly employed

by Asch, which is still the dominant model in social influence

research (Nail, 1986; Nail & Van Leeuwen, 1993). Indeed, em-

ploying the Asch paradigm in Japan, Frager (1970) found that

some participants displayed #3 anticompliance on what were sup-

posed to be the neutral, "filler" trials where confederates gave

objectively correct answers! The present model neatly accommo-

dates such unanticipated results.6

Directions for Future Research and

Theoretical Development

Future Research

The consideration of a preexposure public/private dimension

suggests that more research is needed in several important and

interrelated areas. Most generally, the model suggests a number of

responses to social influence that are novel and without empirical

precedence. There is no study to our knowledge that has explicitly

demonstrated the configurations defined by #2 paradoxical com-

pliance, #7 reversed anticompliance. #8 disinhibitory anticonver-

sion, or #10 reversed compliance. If the goal is a more complete

picture of social influence, consideration should be given to the

motives and conditions under which such responses might occur.

Some of the frequently undifferentiated types of anticonformity

identified herein (viz., #3, #4, and #15) have been obtained in a

few studies (e.g., Abrams et al., 1990; Baer et al., 1980; Boya-

nowsky & Allen, 1973; Cooper & Jones, 1969; Eagly et al., 1981;

Nail et al., 1996). Yet little is known about the situational and

individual difference variables that are related to such behaviors.

Compared with the study of majority influence, minority influ-

ence, and compliance, little is known about the principles and

dynamics of anticonformity, whatever the research paradigm or

specific form anticonformity might take (#3, #4, #7, #8, #12, or

#15). Theory and research should focus on the development of a

more adequate social psychology of anticonformity.

Most specific to the present thrust, future research needs to

focus on the ways social influence principles might operate dif-

ferently when an individual's preexposure public and private po-

sitions do not match. Again, the disinhibitory contagion of aggres-

sion has been found to be stronger and more likely when the model

is dissimilar to the target (Baron & Kepner, 1970; Goethals &

Perlstein, 1978; Wheeler & Levine, 1967) rather than similar, as is

the case with conformity. However, it is not known with any

degree of certainty whether this dissimilarity effect is (a) a general

feature of social influence when public and private attitudes are

discrepant, (b) a general feature of disinhibitory contagion, or (c)

simply an idiosyncrasy of the disinhibition of aggression. Thus,

research needs to be conducted on a wide range of situations with

discrepant preexposure public and private attitudes to discover

what variables control the expression of influence in such settings.

If so-called copycat suicides are taken as a special case of

disinhibitory contagion (Phillips, 1974,1980; Stack, 1987; see also

Cialdini, 1993, pp. 116-123; and especially Phillips, 1989), the

available evidence suggests that the dissimilarity effect may be a

limited phenomenon. Imitative suicides following highly publi-

cized suicides do not increase for the population in general; rather,

they tend to increase only among those similar to the suicide

initiator in terms of age and/or gender (Phillips, 1980; Schmidtke

& Hafner, 1988). Thus, the dissimilarity effect may not be a

feature of disinhibitory contagion in general, or even of the disin-

hibition of aggression in particular, as long as the target of aggres-

sion is oneself. Research is needed to establish the limit and

boundary conditions of similarity and dissimilarity effects and how

they might apply to different types of influence.

Future Theoretical Development

Research should also focus on situations involving preexposure

public/private inconsistency because of its relevance to a different

type of descriptive social influence theorizing—mathematical

models. For example, LatanS's (1981) social impact theory pro-

poses that the degree of social influence is a multiplicative func-

tion of the strength, immediacy, and number of influencers relative

to influencees. Latane has provided compelling support for the

theory across some of social psychology's most enduring and

historically important research paradigms (e.g., majority influence,

imitation, bystander intervention, social loafing, social facilitation/

interference [viz., stage fright]).

A critical question regarding social impact theory, however, is

whether the theory applies equally well to all of the influence

phenomena identified by the present model. The dissimilarity

effect appears to be inconsistent with social impact theory: Should

not dissimilarity between the initiator and influencee decrease

social impact rather than increasing it7 Yet not all findings regard-

ing #9 disinhibitory contagion contradict social impact theory.

Again, similarity between the suicide initiator and members of the

population enhances the probability of the disinhibition of suicide

(Phillips, 1980; Schmidtke & Hafner, 1988). Further, Russell et al.

(1976) found that the contagion of jaywalking increased when the

number of jaywalking models was raised from one to two. If

disinhibitory aggression against others does not follow all the

principles of social impact theory, what principles does it follow?

What principles do the other novel or underrecognized influence

phenomena of the present model follow? The interface between

the less recognized and novel types of influence identified by the

present model and mathematical models of social influence is

fertile, largely unplowed ground for future theory and research.

A very different direction for theoretical development concerns

further integration between the descriptive and explanatory theo-

retical levels. Allen (1965) was the first to make explicit the

correspondence between the purely descriptive concepts of a re-

sponse model and the explanatory constructs of a process model.

He proposed that Deutsch and Gerard's (1955) theory of informa-

tional influence corresponds to conversion conformity (#13, i.e.,

internalization), whereas Deutsch and Gerard's theory of norma-

tive influence corresponds to compliance conformity (#14). From

6 In attempting to explain his results, Frager (1970) reported a significant
correlation between a measure of cultural alienation and the degree of #3
anticompliance. Further, the data were collected in the spring of 1966 only
a few months before a series of student uprisings that occurred in 1967.
Thus, Frager's #3 anticompliance findings "can be seen as a symptom of
the psychological resistance and negativism that later fanned the flames of

student riots" (p. 210).
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the definition of informational influence—accepting input from

one or more others as evidence about reality—it follows that

informational influence typically leads to private acceptance as

well as public agreement (#13 conversion). In contrast, from the

definition of normative influence—meeting the expectations of

one or more others—it follows that normative influence, by itself,

leads to public agreement but not private acceptance (#14

compliance).

Nail (1986) supported Allen's (1965) integration in principle

and cited numerous additional studies consistent with it (Nail,

1986, p. 202). Nail also provided for further integration between

the descriptive and explanatory levels in reference to types of

anticonformity (p. 203). In essence, Nail proposed that theories

and conceptualizations of anticonformity (negative influence) that

emphasize motivational drives correspond to public and private

anticonformity (i.e., #4 anticonversion; J. W. Brehm, 1966; S. S.

Brehm & Brehm, 1981; Festinger & Aronson, 1968), whereas

theories/conceptualizations of anticonformity that emphasize self-

presentational or impression management concerns correspond to

anticonformity only at the public level (i.e., #3 anticompliance or

#15 paradoxical anticompliance; Baer et al., 1980; Heilman &

Toffler, 1976). Research by Baer et al. (1980), Boyanowsky and

Allen (1973), Cooper and Jones (1969), Eagly et al. (1981), Nail et

al. (1996), Pool et al. (1998), and Weir (1971) supports Nail's

integration.

Herein, in pointing to the correspondence (a) between #15

paradoxical anticompliance and Hogg and Turner's (1987) explan-

atory theory of anticonformity and (b) between #5 compliance/

conversion ($1 participants), #6 continued compliance ($20 par-

ticipants) and Festinger's (1957) cognitive dissonance theory, we

have proposed further integration between the descriptive and

explanatory levels. At the same time, the various novel phenomena

of the present model raise numerous additional possibilities for

future integration. For example, does Allen's (1965) integration

between normative influence and #14 compliance apply as well to

the other types of compliance identified herein (#2 paradoxical

compliance, #6 continued compliance, and #10 reversed compli-

ance)? How do the motives for conformity such as to (a) accom-

plish group goals or (b) align oneself with similar or liked others

correspond to the different types of conformity identified herein?

How do the various motives for conformity interface with #9

disinhibitory contagion? Clearly, the present analysis provides

numerous possibilities for further theoretical integration.

Considering the issue of descriptive/explanatory theoretical in-

tegration more generally, it is important to note that explanatory

theorists have arrived at different response possibilities by hypoth-

esizing various underlying mental processes. For example, Fest-

inger and Carlsmith (1959) came to the distinction between what

we have labeled #6 continued compliance and #5 compliance/

conversion with respect to the hypothesized psychological opera-

tions of sufficient versus insufficient justification, respectively, for

counter-attitudinal behavior. Descriptive theorists have frequently

arrived at the identical response possibilities by employing a

qualitatively different type of theorizing—taking already estab-

lished phenomena such as conversion, compliance, and contagion

and factorially extending the essential, defining criteria. Thus, it

would seem that the explanatory and descriptive levels are com-

plementary and that they provide a type of convergent validity for

one another. As Hollander and Willis (1967) stated, "refinements

at either level can be expected to facilitate progress at the other"

(p. 64).

Conclusion

The present four-dimensional model, we believe, represents an

important step forward in descriptive social influence theorizing.

While providing for disinhibitory contagion—a theoretically sig-

nificant and pervasive form of social influence—the model also

includes most of the commonly recognized and most important

forms of social response. Further, the model suggests several

previously unrecognized or underrecognized types of influence

that have been demonstrated to be related to well-known and

important, basic and applied issues such as obedience/disobedi-

ence to authority, gender differences in conformity, minority in-

fluence, cognitive dissonance phenomena, drug-abuse prevention,

and group therapy.

Given the centrality of disinhibitory contagion to this article, it

seems appropriate that we close with a possible example of such

on a grand scale. The sudden fall of communism in Eastern Europe

in 1989 may be a case in point (Chua-Eoan, 1989). Preexposure

(pre-1989) support for greater personal, political, and economic

freedom among Eastern Europeans is supported by (a) the large

numbers who voted with their feet in fleeing from the East to the

West between 1945 and 1989 and (J>) the unsuccessful uprisings

that had previously occurred (e.g., in East Germany in 1953,

Hungary in 1956, Czechoslovakia in 1968). In contagion theory

terms, Poland was the initiator. When Poland's democratic reforms

in the spring and summer of 1989 went uncharacteristically un-

challenged by the Soviet military, it apparently signaled to the rest

of Eastern Europe that democratic reforms would be, for the first

time, tolerated. The nonpunishing consequences of Poland's re-

forms apparently reduced the restraints toward greater freedom

and democratization, and thus, the movement quickly spread, a

sort of reverse domino theory effect.

Chua-Eoan (1989) described this rapid overthrow of commu-

nism as "an irresistible tide" (p. 36). We describe it simply as a

special case of social influence, namely, disinhibitory contagion.
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